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Abstract. Continuous measurement models are conveniently based on master equations specified by the
respective Hamiltonian and appropriate environment operators. As demonstrated by stochastic unraveling,
the latter specify the dynamical process rather than static detection modes. We show that certain envi-
ronment operators acting on a simple system may, in fact, require extended networks for implementation:
Their Hamilton parameters re-appear in the effective environment operators of the reduced model. The re-
sulting quantum trajectories typically involve competing paths, which may give rise to different fluctuation
and noise properties even when the corresponding ensemble behavior is practically the same.

PACS. 42.50.Lc Quantum fluctuations, quantum noise, and quantum jumps – 06.20.Dk Measurement and
error theory

1 Introduction

A quantum system is routinely defined by its Hamilto-
nian, which, at the same time, controls its unitary dy-
namical evolution. This Hamiltonian, however, does not
suffice to specify the dynamics of an open quantum sys-
tem. In the Markovian master equation [1] the influence
of the environment is taken into account by means of
so-called environment-operators, which act local in time.
They are not unique, though: Under certain transforma-
tions of these operators the master equation is invariant
[2], if parameters are transformed correspondingly.
In general, however, this invariance does not carry over to
stochastic unravelings [3]: Qualitatively different quantum
trajectories may thus correspond to the same ensemble so-
lution. This ambiguity is of no concern, as long as those
unravelings are employed merely as technical means to
solve the ensemble master equation, i.e. to find the time-
dependent density matrix by averaging over the trajecto-
ries. The situation changes, though, if one is interested
also in noise-properties and/or the interpretation of indi-
vidual measurement traces. Then the trajectories should
reflect the way the system is actually measured. However,
these different processes specified by environment opera-
tors must be selected somehow on a physical basis. One
may wonder, how any realistic model could be specific
enough to allow for such a diversity.

We will show that the quantum system itself may
come for rescue: Under appropriate conditions certain
Hamilton–model parameters of a full network appear as
respective transformation parameters for the environment
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operators in a reduced description. Such reduced models
result after subsystems have been eliminated adiabati-
cally. They readily go beyond simple rate equation ap-
proaches.

Insofar as these measurement models require extended
networks for implementation, the conventional scenario of
a quantum system being embedded in a classical environ-
ment (including means for observation) needs refinements:
The system extensions are quantum but, in a sense, belong
to the environment in that they help to define effective en-
vironment operators.

2 Basic notation

Defining on an orthonormalized complete set of states
|i〉 , i = 1, 2, . . . , n (n finite) the n2 basic operators

P̂ij = |i〉〈j| , (1)

we can write the density operator of the system under
consideration as

ρ̂ =
∑
i,j

ρijP̂ij , (2)

where ρij = Tr{ρ̂P̂ji} = 〈i| ρ̂ |j〉 is the density matrix.
The influence of the environment will be described by the
environment-operators, Ĝl; they can be taken to be trace-
less

Tr{Ĝl} = 0 (3)
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and orthogonalized [4]

Tr{ĜlĜ
+
m} = δlm . (4)

Here, l,m = 1, 2, . . . , n2− 1. A possible choice for the Ĝl

are the Hermitian SU(n) - generators (normalized to fac-
tor 2 rather than unity). Closer to concrete damping mod-
els, though, are the non-Hermitian transition-operators
P̂ij , i 6= j; these will underly the following examples.
Based on these environment-operators the Lindblad mas-
ter equation reads [5,6]

∂

∂t
ρ̂(t) = −

i

~
[Ĥ, ρ̂] + L̂(1)

incohρ̂+ L̂(2)
incohρ̂ , (5)

with the Lindblad-operators given by

L̂(1)
incohρ̂ =

n2−1∑
l, l′=1

Dll′Ĝlρ̂Ĝ+
l′ , (6)

L̂(2)
incohρ̂ = −

1

2

n2−1∑
l, l′=1

Dll′

[
Ĝ+
l′ Ĝlρ̂+ ρ̂Ĝ+

l′ Ĝl

]
. (7)

The parameter matrix Dll′ is Hermitian and positive semi-
definite, Dll′ = (Dl′l)

∗ (cf. Ref. [4]).

3 Invariance properties of the
Lindblad-master equation

3.1 Diagonalization of the parameter matrix D

The operators Ĝl form a complete basis to represent any
traceless operator B̂:

B̂ =
∑
m

ĜmTr{B̂Ĝ+
m}. (8)

In particular, a new orthonormalized basis ˆ̃G can be rep-
resented by

ˆ̃Gl =
∑
m

ĜmUlm (9)

where Ulm = Tr{ ˆ̃GlĜ
+
m} has to be unitary. The represen-

tation of the master equation in Ĝm together with the
following unitary transformation of the parameter matrix

Dll′ =
∑
m,m′

UlmD̃mm′U
∗
lm′ , (10)

will cause that the Lindblad-operators retain their original
form.

These operators can thus be expressed by any orthog-
onal complete set of environment-operators: For any such
representation the ensemble solution of the master equa-
tion will be the same [7].

Of special interest is the representation in which D̃mm′

becomes diagonal, which always exists as Dll′ is a Her-
mitian matrix. The transformed parameter matrix D̃mm′

then reads

D̃mm′ = Wmδmm′ , (11)

with the diagonal terms Wm as the eigenvalues of Dll′ .
These are always non-negative and can be interpreted as
transition rates for a set of up to (n2 − 1) independent
stochastic processes. The corresponding environment-op-

erators will be denoted by F̂m = ˆ̃Gm; only those are rele-
vant for which Wm 6= 0.

3.2 Effective environment-operators

Given now in the diagonal representation a set of opera-
tors F̂l with more than one eigenvalue Wl 6= 0, the choice
of environment-operators is not unique, though, if we re-
lax the orthogonality condition. To see this, let us com-
bine the transition rate Wl with the environment-operator
(Ref. [2])

L̂l =
√
WlF̂l . (12)

The parameter matrix then simply reduces to the unit
matrix and the master equation reads in this case:

∂

∂t
ρ̂(t) = −

i

~
[Ĥ, ρ̂] +

∑
i

(L̂iρ̂L̂+
i −

1

2
L̂+
i L̂iρ̂−

1

2
ρ̂L̂+

i L̂i) .

(13)

In general, equation (4) does no longer hold. Any sub-

sequent unitary transformation ˆ̃Ls(µ) =
∑
l L̂lUls in the

subspace of l with Wl 6= 0 will necessarily leave the pa-
rameter matrix invariant and may lead to an “oblique-
angle reference frame”. There are thus (infinitely many)
operator sets depending on continuous parameters and ac-
cessible to stochastic unraveling while producing the same
ensemble result!

Finally, we may also drop the condition (3): Starting
from the diagonal representation, equation (12), we con-
sider the change of trace according to [8]

ˆ̃Ll =
√
Wl(F̂l + αl1̂), αl complex . (14)

In this case, for the master equation to remain unchanged
for any given αl, it is necessary to transform also the
Hamilton-operator according to

ˆ̃H = Ĥ + ∆Ĥ(αl) , (15)

∆Ĥ(αl) = −
i~
2

∑
l

√
Wl(α

∗
l L̂l − αlL̂

+
l ) . (16)

∆Ĥ acts as an effective driving term, where αl plays the
role of an external field amplitude.
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3.3 Quantum jump model

For the evolution of a single quantum system we follow
the Monte-Carlo wavefunction approach for the simulation
of a continuous measurement developed by Dalibard and
Mølmer, Carmichael et al. [9–11].

For stochastic unraveling we require the parame-
ter matrix Dll′ to be diagonal and consider the set of
environment-operators (cf. Eq. (14))

ˆ̃Ls =
∑
l

Uls(L̂l +
√
Wlαl1̂)

=
∑
l

UlsL̂l + 1̂
∑
l

Uls
√
Wlαl (17)

=
∑
l

UlsL̂l +
√
Wsαs1̂ .

Here, the last sum of equation (17) has been compressed
into

√
Wsαs, with a formal damping rate Ws. In these

ˆ̃Ls the master equation is diagonal and invariant for any
unitary Uls and complex αs. Each term specified by s is
now interpreted to give rise to an independent stochastic
process. The probability for the occurrence of an event s,

ρ̂ → ρ̂′ = ˆ̃Lsρ̂
ˆ̃L

+

s in the time interval δt (δt � W−1) is
given by

Ps = Tr{ˆ̃Lsρ̂
ˆ̃L

+

s }δt . (18)

Between these measurement projections, which are de-

fined by the operators ˆ̃Ls (and thus are a function of the
transformation), the evolution obeys the truncated master
equation [12]

∂

∂t
ρ̂(t) = −

i

~
[ ˆ̃H, ρ̂] + L̂(2)

incohρ̂ = −
i

~
[Ĥeff ρ̂− ρ̂Ĥ+

eff ] , (19)

where the effective Hamiltonian is given by

Ĥeff = Ĥ−
i~
2

∑
s

[ˆ̃L
+

s
ˆ̃Ls

+
√
Wsα

∗
s
ˆ̃Ls −

√
Wsαs

ˆ̃L
+

s ] . (20)

This dynamics is, as can easily be seen, not trace pre-
serving. So it is necessary to renormalize the state after
each time step. (More efficient techniques are available,
see [13].)

The problem we want to address is the implementa-
tion of these environment operators, i.e. of the continu-
ous parameters Uls and αs. For this purpose we introduce
“extended” systems, of which the original system (S) will
appear as the part to be eventually measured, while the
“rest” helps to specify the environment operators.

4 Composite systems

4.1 Network model

For composite systems (N subspaces of local dimension
nµ, µ = 1, 2, . . . , N) we conveniently use product states

|l〉 = |i(1)〉⊗ |j(2)〉⊗ . . . |k(N)〉 and products of local pro-

jection operators P̂ij(µ) = |i(µ)〉〈j(µ)|, respectively.
We consider composite systems described by [14]

Ĥ =
∑
µ

Ĥ(µ) +
∑
µ<ν

V̂(µ, ν) (21)

with Ĥ(µ) =
∑
iE

µ
i P̂ii(µ) + V̂(µ). Here Eµi is the sub-

system spectrum, and V̂(µ) includes coupling to external
(classical) fields. Applicability of the rotating wave ap-

proximation is assumed (see, e.g. [15]). V̂(µ, ν) accounts
for inter-subsystem coupling. The type of energy transfer
interactions considered in this paper are summarized in
Figure 1 (double lines), together with the local damping
channels (dotted lines).

The set of traceless orthonormalized local operators
Ĝi(µ), i = 1, 2 . . . n2

µ − 1, µ = 1, 2 . . . N , now forms a
complete basis to represent any traceless single-particle-
operator B̂:

B̂ =
N∑
µ=1

n2
µ−1∑
m=1

Ĝm(µ)Tr{B̂Ĝ+
m(µ)} , (22)

B̂ is single-particle in the sense that each term in the sum
acts on but one single subsystem. (Two-particle operators
would involve pairs of such local operators.) This repre-
sentation applies, in particular, to sets of transformed en-

vironment operators ˆ̃Gl,

ˆ̃Gl =
N∑
µ=1

∑
m

Ĝm(µ)Uµlm . (23)

4.2 System reductions

For special parameter windows it is possible to reduce the
number of subsystems without changing the relevant state
space. But even then, the reduced model typically con-
tains some additional parameters allowing for some added
flexibility in the specification of what is actually being
measured. Here we discuss three basic types of such an
adiabatic elimination procedure.

i) In the first one we start from a N = 2 network
coupled by [16]

V̂(1,S) = ~CFP̂21(1)⊗ P̂12(S) + ~CF
∗P̂12(1)⊗ P̂21(S) .

(24)

V̂(1,S) describes resonant energy transfer between sub-
system (S) and (1). In system (1) there is a dissipation

channel with F̂(1) = P̂12(1) and transition rate W 1. For
W 1 � |CF| system (1) is overdamped and its dynamics
can be neglected. This means that the reduced system has
approximately the same relevant state space as the origi-
nal full network. The effective damping rate for transition
F̂(S) = P̂12(S) in system (S) then is (cf. Appendix A)

W s
eff =

|CF|2 W 1

(W 1/2)2 + (δ)2
, (25)
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Fig. 1. N-subsystem networks. (a) N = 2, 2 transfer paths (double lines), 1 damping channel (dotted line). (b) N = 3, 2
transfer paths, 2 damping channels. (c) N = 3, 4 transfer paths, 2 damping channels. (d) N = 3, 2 transfer paths, 1 damping
channel. The subsystem (S) is the one to which the network can be reduced under appropriate conditions.

where δ is the detuning between the two two-level sys-
tems. The auxiliary system (1) might be seen, e.g. as the
two lowest levels of a photon number state of a mode,
into which the spontaneous emission will occur, or, alter-
natively, as another molecular subsystem: in any case, this
subsystem (1) could be coupled to more than one pair of
levels of (S) thus giving rise to environment-operators like

F̂(S) = c1P̂ij(S) + c2P̂kl(S), where the ci relate to the
respective coupling strengths (cf. Fig. 1a).

ii) We now consider a N = 3 network, specified by (see
Fig. 1d)

Ĥ = Ĥ(S) + Ĥ(2) + Ĥ(3) + V̂(S, 2) + V̂(3, 2) , (26)

with

V̂(S, 2) = c1P̂(S)Q̂(2) + c.c. , (27)

V̂(3, 2) = c2P̂(3)Q̂(2) + c.c. , (28)

where P̂(S) (P̂(3)) describes respective subsystem oper-

ators in the system (third subsystem) and Q̂(2) acts on

damped system (2). V̂(S, 2) and V̂(3, 2) relate to the same

Q̂(2), which thus can be taken in front of the combination:
Eliminating the overdamped system (2) leads to a gener-
alized measurement model for an effective N = 2 network
with

F̂(S, 3) = c1P̂(S) + c2P̂(3) . (29)

This operator implies some degree of indistinguishability
between system (S) and (3).

iii) Finally, if the third subsystem in the preceding
model ii) is taken to be in a state approximately con-
stant on the pertinent time-scale of (S) (for example, a
highly excited coherent state of an oscillator or a strongly
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pumped two-level system, see below), then, also this third
system can be eliminated: As will be shown below, it will
then enter the dynamics of the remaining N = 1- network
approximately as a c-number only.

5 Trajectories

5.1 Quantum beats

5.1.1 Reduced system

Let us start by considering a three-level model, in which
two decay channels, here Ĝ1(S) = P̂12(S), Ĝ2(S) = P̂13(S),
exist. To allow for interference, leading to non-exponential
decay (beat-frequency given by the energy-splitting of the
decaying doublet) one has to introduce so-called non-sec-
ular terms into the evolution equations (Ref. [12]). Such
non-secular terms imply non-diagonal elements in the pa-
rameter matrix, D12 = D∗21 (D11 and D22 are real and
positive). In the case of a Hydrogen-atom in an electrical
field (eigenstates |nlm〉) the two upper levels could be the
states |2, 1, 0〉 and |2, 0, 0〉 split by the linear Stark-effect,
the third level the ground state |1, 0, 0〉.

One may wonder, what this non-exponentiality means
for a single system: Do the decay rates become time-dep-
endent?

To find the stochastic unraveling we first diagonalize
the parameter matrix Dij . The eigenvalues are

W1(2) =
1

2
(D11 +D22) +

(−)

√
[
1

2
(D11 −D22)]2 + |D12|2 ,

(30)

which can be rewritten for identical damping rates D11 =
D22 = D as

W1(2) = D +
(−)
|D12|. (31)

With D12 = r ei φ the transformation matrix U is given
by

U =
1
√

2

(
eiφ −eiφ

1 1

)
, (32)

so that the transformed environment-operators are

F̂1 =
1
√

2
(eiφP̂12 + P̂13) , (33)

F̂2 =
1
√

2
(−eiφP̂12 + P̂13) . (34)

These new damping channels are still orthogonal but now
independent from each other. Because of symmetry argu-
ments [17], we require D11 = D22 = D12 = r, so that
the transformed damping rates are: W1 = 2D, W2 = 0.
The resulting stochastic simulation is shown in Figure 2
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Fig. 2. Quantum beat trajectories of a three-level system.
Shown is the inversion I21 + I31 (for definition see Eq. (35)).
Damping rate W1 = 2D = 0.2, initial state 1√

2
(|2〉 + |3〉), (a)

Single trajectory. (b) Average over 10 trajectories. (c) Aver-
age over 1000 trajectories. Here and in the following the model
parameters are in reciprocal time units.

in terms of inversion parameters, where the inversion for
a local transition (i, j) will be defined by

Iµji = Tr{ρ̂Îji(µ)} , (35)

with Îji(µ) = P̂jj(µ) − P̂ii(µ). Figure 2 shows the sim-
ulation of a single decay channel, which, despite a con-
stant decay rate, is characterized by an oscillating de-
cay probability depending on the momentary system state
right before projection: If we take for simplicity |Ψ〉 =
sinϕ|2〉 + cosϕ|3〉 we find according to equation (18)
P1 = 1

2 (1 + sin(2ϕ))δt. These probability oscillations in
time, though, become visible only after averaging over
many simulations with identical initial state, which is rem-
iniscent of the spatial interference pattern resulting for
Young’s double-slit experiment (cf. also [18] and references
therein).

5.1.2 Full network

The scenario of the preceding section could be seen to
result from a reduction of a N = 2 network as shown in
Figure 1a with the coupling Hamiltonian

V̂(1,S) = ~C1S
F P̂21(1)⊗ (P̂12(S) + P̂13(S))

+~C1S
F

∗
P12(1)⊗ (P̂21(S) + P̂31(S)) (36)



136 The European Physical Journal B

and local damping W 1 in subsystem (1). There are two
competing energy-transfer paths between the two subsys-
tems such that a jump in (1) may have resulted from
any of the two local transitions in (S), |2〉 → |1〉 and
|3〉 → |1〉. For W 1 � |CF| system (1) can adiabati-
cally be eliminated, as described in Section 4.2, leading
to W S

eff = 4|CF|2/W 1 to be identified with W1.

5.2 Three-level cascades

5.2.1 Reduced system

Let us again focus on a three-level system, S, subject now
to two damping channels constituting a cascade:

L̂1 =
√
W1 F̂1 =

√
W1 P̂12 ,

L̂2 =
√
W2 F̂2 =

√
W2 P̂23 .

(37)

W1, W2 are the corresponding transition rates. A corre-
sponding simulation of quantum trajectories (under con-
tinuous coherent driving of the transition |1〉 → |2〉 with
Ω1 and the transition |1〉 → |3〉 with Ω2) is shown in Fig-
ure 3a.

As an example for a transformation to non-orthogonal
environment-operators we consider now the effect of the
unitary transformation U defined by

U(φ, θ) =

(
− cosφ eiθ sinφ

sinφ cosφ e−iθ

)
. (38)

The transformed environment-operators will then be a su-
perposition of the two original ones,

ˆ̃L1 = − cosφ eiθ
√
W1P̂12 + sinφ

√
W2P̂23 , (39)

ˆ̃L2 = sinφ
√
W1P̂12 + cosφ e−iθ

√
W2P̂23 . (40)

They are orthogonal for W1 = W2. Though the master
equation is invariant under this transformation, the un-

raveling for L̂i and ˆ̃Li, respectively, leads to qualitatively
different quantum trajectories (Fig. 3b). While the simu-

lation with L̂1 and L̂2 (Fig. 3a) shows the well known be-
haviour of the trajectory with projections into the lower
levels of each damping channel, the trajectory based on

the transformed environment-operators, ˆ̃L1, ˆ̃L2, is intu-
itively not clear: Both projected state and jump height
differ from jump to jump. They depend on the state of
the system right before projection. How could this behav-
ior actually be implemented?

5.2.2 Full network

We consider aN = 3 network in which 3-level system (S) is
supplemented by two damped two-level systems (damping
constants W 1, W 3, see Fig. 1b), coupled via

V̂(1,S) = ~C1S
F P̂21(1)⊗ P̂23(S)⊗ 1̂(3)

+~C1S
F

∗
P̂12(1)⊗ P̂32(S)⊗ 1̂(3) , (41)
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Fig. 3. Trajectories of the three-level cascade in terms of the
inversion parameters I21, I32 (see Eq. (35). Note that I31 =
I21 +I32.). Rabi-frequencies Ω1 = 2 and Ω2 = 1.5, respectively,

damping rates W1 = W2 = 3. (a) Simulation with L̂1 and

L̂2. (b) Simulation with transformed operators ˆ̃L1 and ˆ̃L2, for
φ = π/2 and θ = 0.

V̂(S, 3) = ~CS3
F 1̂(1)⊗ P̂21(S)⊗ P̂12(3)

+~CS3
F

∗
1̂(1)⊗ P̂12(S)⊗ P̂21(3) . (42)

In the large damping limit (W 1 � |C1S
F |,W

3 � |CS3
F |)

the effective rates of the three-level system (S) are given
by (cf. Eq. (25) and the Appendix A for δ = 0)

W S
1 =

4C1S
F
∗
C1S

F

W 1
, (43)

W S
2 =

4CS3
F
∗
CS3

F

W 3
, (44)

which should be made to coincide with the original model
parameters, W1, W2, respectively.
Now we will extend our consideration to the transformed
environment-operators, equations (39, 40). In this case
each auxiliary system is assumed to non-selectively couple
to each transition of the three-level cascade (see Fig. 1c).
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This means for the interaction Hamiltonians:

ˆ̃V(1,S) = ~C̃1S
F2

P̂21(1)⊗ P̂23(S)⊗ 1̂(3)

+~C̃1S∗

F2
P̂12(1)⊗ P̂32(S) ⊗ 1̂(3)

+~C̃1S
F1

P̂21(1)⊗ P̂12(S)⊗ 1̂(3)

+~C̃1S∗

F1
P̂12(1)⊗ P̂21(S) ⊗ 1̂(3) , (45)

ˆ̃V(S, 3) = ~C̃S3
F2

1̂(1)⊗ P̂23(S)⊗ P̂21(3)

+~C̃S3∗

F2
1̂(1)⊗ P̂32(S)⊗ P̂12(3)

+~C̃S3
F1

1̂(1)⊗ P̂21(S)⊗ P̂12(3)

+~C̃S3∗

F1
1̂(1)⊗ P̂12(S)⊗ P̂21(3) . (46)

Our objective now is to choose the interaction parame-
ters in such a way that this scenario can be interpreted
as an implementation of the transformed damping oper-
ators. The structure of this transformation suggests re-
stricting the parameters C̃1S

F1
, ..., C̃S3

F2
in the following man-

ner (CF1 , CF2 real):

C̃1S
F2

= sinφ CF2 , (47)

C̃1S
F1

= − cosφ eiθCF1 , (48)

C̃S3
F2

= cosφ e−iθCF2 , (49)

C̃S3
F1

= sinφ CF1 . (50)

The parameters φ, θ of the original transformation can
thus be expressed by the coupling constants of the ex-
tended model! It is shown in Appendix B that the cou-
pling constants CF can indeed be complex, and how the
phase could be controlled.

The effective damping rates for the three-level system
in the case of W 1 = W 3 = W and W � |CFi | would be
given by

W S
1 =

4C̃1S∗

F2
C̃1S

F2

W
+

4C̃S3∗

F2
C̃S3

F2

W
=

4C2
F2

W
, (51)

W S
2 =

4C̃1S∗

F1
C̃1S

F1

W
+

4C̃S3∗

F1
C̃S3

F1

W
=

4C2
F1

W
. (52)

The measurement as resulting from the two non-selective
luminescence channels does not allow to assign a photon
detection event to a specific transition. This undecidabil-
ity leads to quite a different behaviour of the quantum
trajectory than found for the original L̂1, L̂2.

5.3 c-number-shift

5.3.1 Reduced system

The unraveling of the master equation for the transformed

operator, ˆ̃L =
√
W (F̂ + α1̂), leads to quantum trajecto-

ries of fundamentally different type, depending on α: P
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Fig. 4. Trajectories of a damped and resonantly driven two-
level system in terms of the inversion I21 for different shift-
values of α. Rabi-frequency Ω = 3, damping rate W = 3. (a)
α = 0, (b) α = 0.5, (c) α = 10.

according to equation (18) reads here

P = P (α = 0) + [α∗
〈

F̂
〉

+ α
〈

F̂+
〉

+ |α|2]Wδt . (53)

As shown in Figure 4, for a driven two-level system, the
jump height of the individual projection becomes smaller
with increasing modulus of α.

We now want to show that even this shift transforma-
tion can be seen to result from a reduced description of
an extended network. We will see that also the effective
Hamiltonian source term, equation (15), is indeed present.

For this purpose we consider an extended network con-
sisting of a driven two-level system (S), coupled to a damp-
ing system (2), which, in turn, is coupled to a “dominat-
ing” third system (see Fig. 1d). Rather than considering
a classical model for the third system (like is standard
in homo/heterodyne spectroscopy based on a classical lo-
cal oscillator [19]) we investigate two quantum models, a
strongly driven two-level system, and a coherently pre-
pared oscillator.

5.3.2 Full network

Describing the third system as a two-level system (see
Fig. 1d) the interaction Hamiltonian consists of two co-
herent energy-transfer terms,

V̂(S, 2) = ~CS2
F P̂21(S)⊗ P̂12(2)⊗ 1̂(3)

+~CS2
F

∗
P̂12(S)⊗ P̂21(2)⊗ 1̂(3) , (54)
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V̂(2, 3) = ~C23
F 1̂(S)⊗ P̂12(2)⊗ P̂21(3)

+~C23
F
∗
1̂(S)⊗ P̂21(2)⊗ P̂12(3) . (55)

System (3) is assumed to be driven very strongly, so that
system (2) will get energy transferred mainly from (3);
system (S) will contribute only very little. Qualitatively,
this means that jumps in system (2) will be correlated with
an updating in system (3) leading almost to its ground-
state, whereas there will be very little effect on system
(S): This is the reason why the evolution in system (S) is
like a diffusion process.

One can easily relate the parameter α of the formal
transformation to the parameters of this extended net-
work. We note that the energy dissipated by system (2)
comes from the systems (S) and (3). The average flux from
system (3) can (in the limit of W 2 � |C23

F |) be approxi-
mated by

W 3
eff ρ̄

3
22 =

4|C23
F |

2

W 2
ρ̄3

22 , (56)

which is independent of system (1). This contribution may
be identified with the constant term appearing in equation
(53), which is also independent of the actual state of sys-
tem (S). This leads, identifying

W →W S
eff =

4|CS2
F |

2

W 2
(57)

to the following relation

W S
eff |α|

2 ∼=
4|C23

F |
2

W 2
ρ̄3

22 . (58)

On the time scale of system (S) the dynamics of system
(3) is very fast. So it is possible to average system (3) over
time intervals which are still small for system (S). In the
strong driving limit we can assume saturation (due to the
high damping of system (2) the influence of entanglement
on the occupation of system (3) will be negligible), i.e.

ρ̄3
22 →

1

2
· (59)

Inserting equations (57) and (59) into equation (58), we
get

|α| ∼=
|C23

F |√
2|CS2

F |
· (60)

In Figure 5 we demonstrate that the third system, in-
deed, acts also as an effective source term for system (S)
(cf. Eq. (16)), which is not driven otherwise. In fact, this
“cross-talk” is a non-local effect (in this full network) and
derives from built-up of entanglement between the sub-
systems: Only then does the jump in system (2) update
also system (S). The relevant part of the entanglement
between subsystem (S) and (2) is conveniently described
here in terms of the covariance (Ref. [12])

MS2 = Tr{ρ̂Î21(S)̂I21(2)} − IS
21I

2
21 , (61)
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Fig. 5. Full network simulation according to Figure 1d. Rabi-
frequencies ΩS = 0 and Ω3 = 10, damping rate W 2 = 1000,
coupling coefficients CS2

F = 5 and C23
F = 20. (a) Inversion

IS
21 of system (S). (b) Inversion IS

21 of system (S) and the en-
tanglement MS2 between system (S) and (2) on an enlarged
time-scale.

where the inversion operator Î21(µ) has been defined in
equation (35). We see that the direction of the jump de-
pends on the sign of MS2 right before the jump. This
indicates that a generalized but nominally local measure-
ment model may, nevertheless, require entanglement in its
actual full network implementation!

The output of the whole system is represented by the
photons spontaneously emitted by subsystem (2). Here we
consider the averaged photo-current rather than the sin-
gle delta-like detection events produced by the simulation
algorithm: we approximate this current between times t
and t+ ∆t by:

j(t+ ∆t) = j(t) e−β∆t + βJ (62)

with the smoothing parameter β. J is equal to 1, if there
is a detection event during the interval ∆t and 0 other-
wise. This photo-current is found to be correlated with
the quadrature component 〈x̂φ〉 of the 2-level system with

x̂φ = 1
2 (P̂12 e−iφ+P̂21 eiφ) (cf. optical homodyne measure-

ment [20]). Here, this phase φ is identified with the phase
difference Θ of the coupling constants CµνF , CS2

F ∼ C
23
F eiΘ

which is taken in our example to be −π2 . Figure 6 shows
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S
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and the photo-current j(t), as defined in equation (62). Param-
eters: ΩS = 0.1, Ω3 = 20, W2 = 2000, CS2

F = 4, C23
F = 50i,

β = 0.2, average over 100 single trajectories.

the correlation between 〈x̂−π/2〉 = i(ρS
21 − ρ

S
12), where ρS

ij

is the reduced density matrix of subsystem S, and the
photo-current. The correlation-index is 0.55. So, with the
proposed scenario it is possible to perform a weak mea-
surement of the instantaneous polarization of S, which
would be inaccessible by direct detection schemes.

Alternatively, the third system may be modelled by a
quantum mechanical harmonic oscillator, initially excited
in a very high coherent state. In contrast to the strongly
driven two-level system, no additional time scale comes in
because there is no time-dependent driving field. On the
other hand, this initial state will eventually decay.

The two interactions are, again, the resonant energy
transfer couplings; V̂(S, 2) is as given by equation (54),

while V̂(2, 3) reads in the present case

V̂(2, 3) = ~C23
F 1̂(S)⊗ P̂12(2)⊗ â+(3)

+~C23
F
∗
1̂(S)⊗ P̂21(2)⊗ â(3) , (63)

with â(3), â+(3) being the annihilation and the cre-
ation operators of the harmonic oscillator, respectively.
(In the simulations given here, the harmonic oscillator is
restricted to 1000 levels.) As shown in Figure 7, this har-
monic oscillator-model also leads to a diffusive behavior
of system (S), which is weakly driven in the present case.
However, at the same time, the dissipation will cause the
occupation of the harmonic oscillator state to decrease, so
that the diffusive behaviour will end after some finite time,
when the ground state has been reached (see Fig. 7). This
behavior cannot be mapped onto the reduced description
as defined by equation (53).

6 Photon counting

As has been shown in the previous chapters, different cou-
plings to the environment lead to different kinds of trajec-
tories, while, on the level of the ensemble description and
the master equation, there may be no difference. How-
ever, the quantum trajectories enable the determination
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time. ΩS = 1, W 2 = 100, CS2

F = 5, C23
F = 10.

also of higher moments, which are not accessible through
the master equation. As an example consider the Mandel
Q-Parameter [21] for a luminescence channel i,

Qi =
〈n2
i 〉 − 〈ni〉

2

〈ni〉
− 1, (64)

and the degree of correlation between two luminescence
channels with photon number ni, i = 1, 2, defined by the
covariance (cf. Ref. [22]),

R =
〈n1n2〉 − 〈n1〉〈n2〉√

var(n1)
√

var(n2)
(65)

where var(ni) = 〈n2
i 〉−(〈ni〉)2 and 〈. . . 〉 denotes averaging

over a sampling time T �W−1. For uncorrelated photon
channels we expect R = 0, for maximum correlated (anti-
correlated) channels R = 1 (R = −1).

In the case of the three-level cascade (cf. Sect. 5.2) we
demonstrate in Figure 8 the dependence of Q and R on the
parameter φ (for θ = 0), which controls the unitary trans-
formation of the two damping channels, (Eqs. (39, 40)).
We see that the photon-number fluctuations strongly re-
flect the type of trajectories. This example shows that in-
teresting details of the quantum dynamical processes can
be tested by means of local and coincidence – photon-
counting studies. Experiments on this level could very
sensitively discriminate between models, which, otherwise,
might have a very similar ensemble behavior.

7 Summary and conclusions

We have been concerned with the interface between a
quantum system and its measuring environment. Guided
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by the formal invariance properties of the Lindblad-
master-equation we have explored a class of environment
operators, which require extended networks for their im-
plementation. In this sense, part of the environment still
needs to be fully quantum. The examples of energy re-
laxation studied here include coherence effects, which are
manifest in the quantum trajectories: Note that simple
rate processes would confine all inversion parameters Iij to
±1. Different projection rules can be grouped into classes
with the same ensemble behavior.

In all but one of the present examples the reduced
model consisted just of one simple two- or three-level sys-
tem. We considered two non-stationary (quantum beat, c-
number-shift with an oscillator in a coherent initial state)
and two stationary situations (cascade and c-number-shift
with a driven 2-level system). Observations are to be dis-
tinguished according their ability to address first moments
(the realm of the ensemble density matrix) or higher mo-
ments (controlled by details of the stochastic process).
Only in the first example (quantum beats) does the co-
herence show up already in the measurement of the first
moment (luminescence intensity).

Higher moments, which are not directly accessible to
ensemble descriptions (noise properties, photon counting)
are more sensitive to the details of the stochastic process.
They are the only tools to distinguish processes which be-
long to the same class of ensemble behavior. This has been
demonstrated for the cascade scenario, where the photon
counting statistics depends on the transformed environ-
ment operators, which all produce the same ensemble re-
sult.

The c-number-shift examples, finally, show that not
only discontinuous jumps, but also a diffusive motion can
be implemented in open, discrete systems. In this case the
measurement signal is correlated with the instantaneous
polarization of the quantum object (S).

This network approach can be extended to situations
in which the reduced system would not be a simple system
but still constitute an effective network with N ≥ 2. The
c-number-shift model with an initially coherent oscillator

state is of that type: In this case the decaying oscillator
presents a fixed boundary condition for the subsystem (S)
only at the beginning, while its own dynamics cannot be
neglected at later times.

We thank J. Schlienz and R. Wawer for valuable discussions.
Financial support by the Deutsche Forschungsgemeinschaft is
gratefully acknowledged.

Appendix A: Effective damping rate of two
coupled two-level systems

We consider a network of two two–level systems coupled
via the coherent energy transfer interaction. System (S) is
driven coherently. The respective Hamiltonian reads

Ĥ = Ĥ
(S)
0 + Ĥ

(2)
0 + Ĥ

(S,2)
CF

+ Ĥ
(S)
Ω

with (~ = 1)

Ĥ
(S)
0 =

ω(S)

2
(P̂22(S) − P̂11(S)) (66)

Ĥ
(2)
0 =

ω(2)

2
(P̂22(2)− P̂11(2)) (67)

Ĥ
(S,2)
CF

= CFP̂21(S)P̂12(2) + CF
∗P̂12(S)P̂21(2) (68)

Ĥ
(S)
Ω = Ω[P̂21(S)e−iωt + P̂12(S)eiωt] . (69)

Including damping in subsystem (2) (damping constant
γ) the master equation is given by

∂

∂t
ρ̂ = − i[Ĥ, ρ̂] +

γ

2
[2P̂12(2)ρ̂P̂21(2) (70)

− P̂21(2)P̂12(2)ρ̂− ρ̂P̂21(2)P̂12(2)]. (71)

All operators can be expressed in the product basis |1, 1〉,
|1, 2〉, |2, 1〉 and |2, 2〉, where the first index refers to system
(S), the second to system (2).

The Hamilton operator after transformation into a ro-
tating reference frame then is

Ĥ =


−δ(S)−δ(2)

2 0 Ω 0

0 −δ(S)+δ(2)

2 C∗F Ω

Ω CF
δ(S)−δ(2)

2 0

0 Ω 0 δ(S)+δ(2)

2

 (72)

with δ(S) = ω(S) − ω and δ(2) = ω(2) − ω.
The density matrix can be expressed as

ρ̂ =
2∑

i,j,m,n=1

ρij,mnP̂
(S)
im ⊗ P̂

(2)
jn . (73)

We are interested in system (S) and calculate its reduced
density matrix, (Tr

2
{. . . } means trace over system (2))

ρ̂2 = Tr2(ρ̂) =

(
ρ11,11 + ρ12,12 ρ11,21 + ρ12,22

ρ21,11 + ρ22,12 ρ21,21 + ρ22,22

)
· (74)
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Assuming strong damping in subsystem (2) (γ � CF), we
can restrict ourselves to

ρ̂2 ∼

(
ρ11,11 ρ11,21

ρ21,11 ρ21,21

)
. (75)

The evolution equations for these components are

ρ̇11,11 = −iΩ(ρ21,11 − ρ11,21) + γρ12,12

ρ̇21,21 = −iΩ(ρ11,21 − ρ21,11 + ρ22,21 − ρ21,22)

−i(CF
∗ρ12,21 − CFρ21,12) + γρ22,22

ρ̇21,11 = −iΩ(ρ11,11 − ρ21,21 + ρ22,11)− iCF
∗ρ12,11

−iδ(S)ρ21,11 + γρ22,12. (76)

To get closed equations, we also need the evolution of the
following variables:

ρ̇12,11 = −iδ(2)ρ12.11 − iCFρ21,11 + iΩρ12,21 −
1

2
γρ12,11

ρ̇12,21 = iδ(S)ρ12,21 − iδ
(2)ρ12,21 − iCFρ21,21 + iCFρ12,12

+iΩ(ρ12,11 + ρ12,22)−
1

2
γρ12,21

ρ̇12,12 = −iCFρ21,12 + iCF
∗ρ12,21 − γρ12,12. (77)

These equations are solved making use of the Laplace-
transformation:

L[f(t)] = f̃(s) =

∫ ∞
0

e−stf(t) dt

with its inverse

f(t) =
1

2πi

∫ Γ+i∞

Γ−i∞
estf̃(s) ds.

With the transformation of the time derivative of f(t),

L[ḟ(t)] = s f̃(s)− f(0)

the Laplace-transformed evolution equations read:

ρ̃12,11(s+ iδ(2) +
γ

2
)− ρ12,11(t = 0)

= −iCFρ̃21,11 + iΩρ̃12,21 (78)

ρ̃12,21(s− iδ(S) + iδ(2) +
γ

2
)− ρ12,21(t = 0)

= −iCFρ̃21,21 + iΩ(ρ̃12,11 + ρ̃12,22) + iCFρ̃12,12 (79)

ρ̃12,12(s+ γ)− ρ12,12(t = 0)

= −iCFρ̃21,12 + iCF
∗ρ̃12,21. (80)

With the the damped system being initially in the ground
state, we have ρ21,21(t = 0) = 1.

Substituting equation (78) into equation (79) and ne-
glecting terms of the order ΩCF and Ω2 (Ω � γ) we get

ρ̃12,12 = −
2CF

∗CF

s+ γ

s+ γ/2

(s+ γ/2)2 + (δ(2) − δ(S))2

×(ρ̃12,12 − ρ̃21,21) (81)

so that

ρ12,12(t) =
|CF|2

(γ/2)2 + (δ(S) − δ(2))2
ρ21,21(t) (82)

and the first equation of (76) reduces to

ρ̇11,11 = −iΩ(ρ21,11 − ρ11,21) + γ
|CF|2

(γ/2)2 + (δ(S) − δ(2))2

×ρ21,21(t). (83)

The effective damping rate for the system (S),

Weff =
|CF|2γ

(γ/2)2 + (ωS − ω2)2
(84)

represents a Lorentzian of width γ with respect to the
detuning between (S) and (2). Remember that this result
is valid only for Ω , CF � γ.

Appendix B: Complex coupling constant

Can the conditions (47) - (50) be realized, in principle?
As shown in [23] the coupling CF between two subsystems
(local energy levels (i, l) and (j, k), respectively) derives
from the non-local Coulomb-interaction: up to dipole-
dipole contributions we find

CF(ijkl) =
e2

4πεε0R3

[
PilPjk −

3

R2
(R ·Pil)(R ·Pjk)

]
(85)

where R = Rez is the vector connecting the two sub-
systems, and the dipole (transition) matrix elements are
given by the vectors

Pil =

∫
d3x Φ∗i (x)xΦl(x). (86)

The transfer of electronic excitation from one subsystem
to the other, as considered in the last section, corresponds
to i 6= l , j 6= k and l, j > i, k . This process is efficient only
if the excitation energies of the two subsystems are close
to each other (resonance). For nondegenerate subsystems
see the Appendix A.

As can be seen from equation (85), arbitrary complex
phases can be realized by appropriate relative orientation
of the two dipole-vectors representing the interacting sub-
systems.

To see this, consider Hydrogen-like wavefunctions and
take the transition from Φ1 = Ψ1,0,0 (i.e. n = 1, l =
0, m = 0) to Φ2 = Ψ2,1,1 in one subsystem and the tran-
sition from Φ4 = Ψ2,1,1 to Φ3 = Ψ1,0,0 in the other subsys-
tem. The two pertinent dipole-matrix elements then are

P12 =
d
√

6
(−1, i, 0) (87)

P43 =
d
√

6
(−1, −i, 0) (88)
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with d = 256
81

1√
6
~2

me2 4πε0 .

Rotation of the vector P43 in the xy-plane by the angle Θ
gives

P43 =
d
√

6

− cosΘ + i sinΘ
−i cosΘ − sinΘ

0

 =
d
√

6
e−iΘ

−1
−i
0

 .

(89)

Inserting equations (89) and (87) into equation (85) we
obtain

CF(1212) =
e2

4πεε0R3

d2

3
e−iΘ . (90)
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